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ABSTRACT
In this Account we describe recent advances in two ab initio
electronic structure methods, localized perturbation approaches
and density functional theory, that allow accurate calculations
including electron correlation to be carried out for systems with
hundreds of atoms. Application of these methods to large-scale
modeling of biological systems is discussed. Localized perturbation
methods are best suited to computation of conformational ener-
getics and nonbonded interactions: determination of the relative
energetics of various conformations of the alanine tetrapetide is
presented. Density functional theory is the method of choice for
studying reactive chemistry; investigations of the catalytic cycle of
the enzyme methane monooxygenase are reviewed.

I. Introduction
The past 30 years have seen a remarkable enhancement
in the capabilities of quantum chemical methods to study
complex chemical systems. Advances in computer hard-
ware, the development of sophisticated computer codes
with increasingly efficient algorithms, the systematic
application of quantum chemical methodology to a wide
range of small molecules (where benchmarking against
experimental data is possible), and fundamental improve-
ments in the treatment of electron correlation (exemplified
by new density functional approaches) have combined to
yield powerful new methodologies which can routinely
handle systems containing hundreds of atoms and provide

near-chemical accuracy in many cases for structures and
energies. The 1998 Nobel Prize in Chemistry was awarded
to John Pople and Walter Kohn for pioneering several of
the key developments outlined above.

Quantum chemical calculations have been applied to
biological systems almost from the beginning of these
endeavors. Initially one could study only small models of
the actual biochemically relevant molecules; however,
even this was often capable of yielding significant insights
into reaction pathways, conformational preferences, hy-
drogen-bonding interactions, and a wide range of other
important issues. Until recently, however, realistic quan-
tum chemical modeling of biological processes and
interactionssthat is, treatment of a sufficient number of
atoms at a sufficiently reliable level of electron correlation
to accurately reproduce structures and energiesswas not
feasible. Over the past 5 years, this situation has changed
dramatically, and we are now entering an era in which it
will be possible even for nonexperts to carry out such
calculations routinely. The goal of this Account is to
describe the approaches we have taken in our laboratory
to achieve these objectives, to give some examples of what
is possible with current methods, and to discuss likely
developments over the next 5 years.

This Account is organized as follows. In section II, we
describe several different quantum chemical methods
capable of treating large systems, accuracies of the
methods as evaluated by comparison with small molecule
experimental data, and the problems for which each
method is well suited. This section includes a discussion
of computational performance for our Jaguar suite of ab
initio electronic structure codes. In section III, two large-
scale biological applications are presented, each of which
uses a different quantum chemical methodology. In
section IV, the conclusions, we discuss future directions.

II. Quantum Chemical Methods
Biological systems are characterized by specificity, both
in structure and in chemical reactivity. To understand the
origin of this specificity, small models of conformational,
nonbonded, and reactive energetics can only take us so
far. The key size range at which realistic structural models
of a biologically specific core region can be constructed
is between 20 and 200 atoms. Systems of this size can be
treated at the Hartree-Fock (HF) level with current
quantum chemical codes; however, for many if not most
problems, inclusion of electron correlation is critical if
results of sufficient accuracy for biological relevance are
to be achieved. Because of the steep scaling of computa-
tional effort with system size N, traditional high-accuracy
quantum chemical methods such as CCSD (T) (scaling as
N7) or even second-order Moller-Plesset perturbation
theory (MP2), scaling as N5, cannot readily be applied to
systems much larger than 20 atoms in a cost-effective
fashion. Thus, before biological systems could be ac-
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curately addressed by quantum chemical methods, new
approaches to electron correlation were required. Two
such approaches, density functional theory (DFT) and
localized perturbation methods, have proven to be ex-
ceptionally effective; we briefly describe each below.

A. Localized Perturbation Methods. In quantum chemi-
cal methods for electron correlation, two sets of one-
electron wave functions are defined. These are the occu-
pied orbitals and the unoccupied orbitals. The unoccupied
orbitals span the correlation space orthogonal to the
occupied space and are commonly referred to as virtual
orbitals. The orbitals are, in general, delocalized over the
entire molecule. The delocalization of both occupied and
virtual orbitals means that from each occupied orbital, one
must include excitations to all virtual orbitals in the
correlation calculation.

Physically, however, electron correlation is a localized
phenomenon. In the mid-1980s, Pulay and co-workers
developed an approach that could profitably exploit this
fact.1 First, the HF orbitals are localized by taking linear
combinations of the molecular orbitals, for example via a
procedure known as Boys localization. In an ordinary
molecular ground-state wave function, each localized
orbital corresponds to a bond (localized predominantly
on two bonded atoms) or a lone pair (localized predomi-
nantly on one atom). Once the occupied orbitals are
localized, the virtual (unoccupied) space associated with
each occupied orbital can also be localized. For a large
molecule, localization of the virtual space leads to a
compact description in terms of a restricted set of orbitals
which does not grow with molecular size. With the proper
implementation, this leads to very large reductions in
computational effort as is discussed below; at the same
time, the accuracy of localized perturbation calculations
is at the very least comparable to that of the corresponding
delocalized calculation with the same basis set.

B. Density Functional Theory. Density functional
theory (DFT) is based on the Hohenberg-Kohn theorem,
which states that the energy of the ground state of a many-
electron system is a functional of the electron density. The
electron density is a function of three spatial dimensions,
as opposed to the N-particle wave function, which must
be represented in 3N dimensions. Therefore, this ap-
proach promises a qualitative reduction in computational
effort as compared to traditional ab initio methods for
electron correlation. However, the correct functional
cannot be rigorously derived from the Schrodinger equa-
tion; a combination of heuristic reasoning often based on
known physical limits, inspired guesswork, and empirical
experimentation is required to produce a functional of
improved accuracy. In most DFT methodologies, the
unknown parts of the functional are collected in the
“exchange-correlation” part. The first widely used exchange-
correlation functionals were based on the uniform elec-
tron gas and were implemented via the local density
approximation (LDA). While the LDA performs remarkably
well considering the crudeness of the underlying ap-
proximation (on balance about as well as Hartree-Fock
theory), it is not capable of quantitatively describing

reactive chemistry. For this reason, until the past 10 years,
DFT was not extensively used in the chemical community.

Over the past decade, tremendous improvements in the
quality of the functionals available have made DFT the
method of choice for many quantum chemical applica-
tions. The work of Becke,2-4 Perdew,5 Parr,6 Pople,7 and
others8,9 has produced improved performance of DFT
methodology. Two new classes of functionals are based
on gradient corrections to the local density approxima-
tion: generalized gradient approximation (GGA)2,5,6 and
hybrid functionals3,4,7 which contain an admixture of exact
exchange (Hartree-Fock) and approximated exchange
(LDA). Both of these classes provide dramatic improve-
ment as compared to the LDA in all molecular properties,
including geometries, atomization energies, descriptions
of hydrogen bonding, etc. At present, hybrid methods
appear to supply greater accuracy at a moderately larger
(∼2×) cost, although new functionals are constantly being
developed, and this situation may change in the future.

The computational effort involved in carrying out DFT
is roughly comparable to that for a Hartree-Fock calcula-
tion. Indeed, both methods are most easily formulated as
self-consistent field equations for a set of occupied orbitals
(“density orbitals” in the case of DFT), with the principal
difference being the replacement of the Hartree-Fock
exchange operator with an exchange-correlation operator
in DFT, the form of which is mandated by the specific
functional being employed. With efficient numerical
methods, this means that DFT can readily be applied to
systems in the 50-200 atom range. Furthermore, DFT
methods can easily be deployed across the entire periodic
table, for example in transition metal calculations (al-
though accuracy is not uniform for the various transition
metal rows and columns). In contrast, traditional quantum
chemical methods can lose significant accuracy for heavier
elements.

C. Numerical Implementation and Computational
Performance. A great deal of effort has been expended
in developing efficient numerical methods for quantum
chemical calculations on large systems. In ref 10, we have
reviewed many of these methods. Here, we shall focus on
the methods we have implemented in the Jaguar suite of
ab initio programs; furthermore, we shall summarize
results rather than present details of the computational
algorithms. These methods are based on pseudospectral
(PS) numerical techniques, originally developed for nu-
merical simulations of hydrodynamic turbulence. The
synthesis of PS techniques with conventional quantum
chemical basis sets yields a hybrid approach with sub-
stantial computational advantages over standard methods
based on analytical two-electron repulsion integrals, such
as those found in the Gaussian series of quantum chem-
istry programs.

For DFT calculations, the timing advantages are quan-
titative; the scaling of PS methods with system size N is
still N2 for molecules of moderate size (for very large
systems, scaling of N ln N or even N can be reached using
fast multipole methods;11 the reader is referred to ref 12
for a recent review on the O(N) class of methods), but
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the prefactor scaling is smaller than that in the conven-
tional DFT methods, and the asymptotic scaling regime
is reached more quickly. Detailed comparisons of the
relative efficiencies of Jaguar and Gaussian 92 for DFT
calculations are presented in ref 10. For the largest
systems, a factor of more than 10× performance enhance-
ment is obtained for hybrid functional calculations and
more than 20× for GGA calculations. The additional factor
of 2 in performance advantage for GGA calculations arises
because we have implemented an atom-centered version
of the fast multipole algorithm which is quite effective
even for a relatively small number of atoms (whereas
standard multipole approaches11 reduce computational
effort only for considerably larger systems).

For the PS implementation of localized perturbation
methods,13 the advantages observed are qualitative. For
LMP2 they allow one to avoid carrying out the traditional
four-index transform needed in conventional methods to
evaluate two-electron integrals over molecular orbitals. We
observe computational scaling with a system size of N2.5

for systems in the size range of interest here; this is in
contrast to the N4-N5 obtained for canonical MP2 ap-
proaches. This leads to large reductions in computational
effort as compared to the implementations of MP2 in
conventional electronic structure codes. For example, for
piperidine, a small organic molecule, a factor of 20×
speed-up is obtained as compared to Gaussian 92.13 For
larger molecules, such as those that will be considered
below, the differential is extrapolated to be several orders
of magnitude. In essence, localized PS methods extend
the tractable range of MP2 calculations into a new size
regime.

D. Accuracy of Correlated Quantum Chemical Meth-
ods for Molecular Properties. DFT methods have become
the methods of choice for treatment of reactive systems
containing a large number of atoms, particularly those
including transition metals. While they do not yet uni-
formly achieve chemical accuracy (1 kcal/mol maximum
error for heats of atomization), the performance of the
best functionals when applied to the extended G2 data-
base of Curtiss and co-workers14 is impressive, with hybrid
B3LYP methods achieving an average error of 3.1 kcal/
mol for several hundred heats of atomization, ionization
potentials, electron affinities, and proton affinities of a
wide range of small molecules. This is to be compared
with an average error of 1.58 kcal/mol for the G2 meth-
odology and 0.94 kcal/mol for the improved G3 method-
ology,15 based on traditional ab initio quantum chemical
approaches to electron correlation. Both the G2 and G3
theories require coupled cluster calculations, scaling as
N7, that are intractable for large systems.

LMP2 methods, even when augmented with empirical
parameters compensating for basis set incompleteness,
are no better than DFT calculations in computing reactive
energies such as heats of atomization, and they are more
expensive and difficult to apply to transition-state calcula-
tions which are essential in studying reaction mechanisms.
Therefore, at present, DFT methods are preferable for such

studies. However, when considering energy differences
that do not involve making or breaking bonds, the
situation is quite different. LMP2 methods have been
shown to provide substantially better accuracy than DFT
for conformational energy differences of small organic
molecules when compared with experimental data;10,13

with a large basis set, the deviation between the LMP2
results and experiment for a test suite of 36 molecules is
∼0.25 kcal/mol. For dispersion energies, DFT methods are
qualitatively incorrect, whereas LMP2 provides good
(although not perfect) estimates of van der Waals interac-
tion.

III. Biological Applications
We consider below two large-scale biological applications,
each of which is optimally addressed by different quantum
chemical approaches, based on the analysis presented in
the previous section. The first is evaluation of relative
conformational energies of peptides; here, LMP2 calcula-
tions provide high-quality results for a reasonable com-
putational cost. The second is determination of the
catalytic intermediates in the active site of the enzyme
methane monooxygenase (MMO), for which DFT methods
represent the best approach at present.

A. Conformational Energetics of Peptides: Assess-
ment and Improvement of Molecular Modeling Force
Fields. Many biologically important chemical processes
involve noncovalent interactions. For example, protein
and peptide conformations are critical to their physiologi-
cal functions, and most protein-ligand binding events are
driven by nonbonded interactions. Furthermore, a few
kilocalories per mole or less of energy is often critical in
controlling molecular recognition phenomena. Thus, if
one is to build predictive models of biological systems,
high accuracy in the treatment of conformational energet-
ics and nonbonded interactions is required. Furthermore,
models used to investigate conformational and molecular
recognition processes must be able to be rapidly evaluated
so that extensive phase space sampling, which is almost
always needed, can be carried out.

The requirement for computational efficiency man-
dates that the model be cast as a classical molecular
mechanics force field. The role of quantum chemistry here
is in developing parameters for the force field and in
testing transferability of the force field from the small
molecules (against which it is parametrized) to larger
systems. For both of these tasks, computational efficiency
without sacrificing accuracy is demanded.

We focus here on conformational energetics (which of
course implicitly includes nonbonded interactions as a key
determinant of relative energies). As was mentioned
above, DFT methods display significant discrepancies with
experimental data for small-molecule conformational
energetics, whereas LMP2 with a high-quality extended
basis set does much better (note that a large basis set is
necessary to obtain significant improvement from LMP2
as compared to HF or DFT calculations). Furthermore, for
larger systems, dispersion energy will be important, and
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LMP2 again will represent this much more accurately than
either HF or DFT. Therefore, in developing and testing
molecular modeling force fields, we have chosen to
standardize on the following protocol: HF geometry
optimization using the 6-31G** basis set, followed by a
single-point LMP2 calculation using the cc-pVTZ(-f) cor-
relation-consistent basis set.

Our first application of quantum chemical methods to
test molecular modeling force fields examined the alanine
tetrapeptide.16 Many protein force fields have been pa-
rametrized to fit quantum chemical results (although
typically not at a converged level of accuracy) for the
alanine dipeptide. By examining the ability of force fields
to predict the relative energies of 10 conformations of the
alanine tetrapeptide, one can test the transferability of the
force field to a larger peptide structure. The conformations
were taken from a molecular mechanics conformational
search (at a variety of energies, so as to have a sampling
over a wide range of phase space), subjected to our
standard quantum chemical protocol discussed above,
and then minimized using each of the force fields to be
examined.

The performance of different force fields in calculating
the relative energies of the 10 tetrapeptides conformation
is detailed in ref 16; a subset of these results is presented
in Table 1. The results of the force fields were compared
to the HF/6-31G** optimized structures and LMP2/cc-
pVTZ(-f) single-point energies evaluated using the HF/6-
31G** optimized structures; we also compared the HF
energies at the minimum energy geometry with the LMP2
energies to display the effects of the inclusion of electron
correlation on conformational energetics. We have been
able to improve the accuracy of one of the best perform-
ers, the OPLS-AA force field of Jorgensen and co-workers.17

The improvement has been achieved by refitting the
backbone torsional parameters of the dipeptide to LMP2
data. The improvement results in reducing the root-mean-
square deviation (RMSD) of the energy to ∼0.5 kcal/mol;
this is a qualitative improvement over previous efforts.
Development of a complete version of this force field,
covering all 20 amino acid side chains, is currently
underway in our laboratory.

B. Modeling of the Catalytic Mechanism of Methane
Monooxygenase. We consider here, as a prototypical
problem in bioinorganic catalysis, the functioning of the

enzyme methane monooxgenase (MMO), which we have
been studying in collaboration with Prof. Steve Lippard
and his research group at the Massachusetts Institute of
Technology. This enzyme catalyzes the reaction of dioxy-
gen and methane to form methanol, via a diiron site which
undergoes a series of transitions through several different
intermediate states. The system has been extensively
studied experimentally (reviewed in refs 18 and 19), and
we briefly summarize the results below. For each inter-
mediate in the catalytic cycle, the spin and charge states
of the iron atoms are altered; there are other significant
changes, in structure and protonation states, as well. The
resting state of the enzyme, which we refer to here as the
oxidized state, has two high-spin Fe(III) atoms which are
antiferromagnetically (AF) coupled. Via long-range elec-
tron transfers from an auxiliary protein, this state is
converted to the reduced state of the enzyme, the highest
energy state in the cycle, which has two Fe(II) irons
coupled ferromagnetically. Next, dioxygen adds to the
complex, producing the intermediate state Hperoxo (which
will be denoted as intermediate P), which contains two
Fe(III) atoms with AF coupling. P then converts into a final
intermediate, Q, which is believed to carry out the catalytic
reaction with methane to produce methanol. Q contains
two Fe(IV) atoms, again high spin and AF coupled. From
recent EXAFS measurements,20 Q is also thought to have
a very short Fe-Fe distance, on the order of 2.5 Å, a
distance which is not easy to achieve in model systems.
After reacting with methane, Q is converted back to the
oxidized state of the enzyme and the final products of the
reaction, water and methanol. The entire cycle is pre-
sented in schematic form in Figure 1. The charges and
spin coupling of the irons defining the different interme-
diates are provided in ref 25.

Table 1. Comparison of Alanine Tetrapeptide Structures and Relative Conformational Energetics of Various
Force Fields with Quantum Chemical Calculations Using HF/6-31G** Geometry Optimization and LMP2/cc-pVTZ

Single-Point Energiesa

energy RMSDs

av geometry
RMS

geometry
RMS > 0.60

unrestrained
minima

restrained
minima

pairwise
errors > 3

max pairwise
error

LMP2/cc-pVTZ(-f) 0.00 0.00 0 0.00
HF/6-31G** 0.00 0 1.10 1.10 1 3.08
MMFF 0.32 0 1.24 1.21 5 3.35
OPLS-AA(2,2) 0.16 0 1.31 6 4.72
GROMOS 0.39 1 1.60 2.42 10 5.67
CFF95 0.41 3 1.86 1.91 14 6.48
CHARMM 22 0.86 5 2.56 3.78 13 10.20
AMBER94 0.58 4 3.42 1.42 20 12.53
a All energy differences are given in kilocalories per mole; geometry RMSD values are in angstroms.

FIGURE 1. Thermodynamic reaction cycle for MMOH.
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Lippard and co-workers have obtained high-resolution
structures of both the oxidized and reduced forms of the
enzyme via X-ray crystallography.21,22 These structures
provide an initial test for ab initio quantum chemical
calculations; can the model and methodology reproduce
the X-ray structure around the active site? Previous ab
initio work on MMO,23,24 while employing high-quality
DFT methods and yielding interesting insights into the
electronic structure of the diiron core, were restricted to
a relatively small model of the enzyme active site, the
largest such model24 being one which retained only side-
chain groups directly ligated to the metals, and hence did
not include any atoms in the second coordination sphere.
Our objective was to investigate larger structural models
of the active site while retaining the high-quality electronic
structure methods used in refs 23 and 24. Below we
summarize our results, which are reported in detail in ref
25.

For the geometry optimizations the 6-31G** basis set
for organic atoms and the LACVP** basis set for the irons
were used. In cases where crystal structures were available,
these were used as the starting guess for the geometry;
for intermediates where there is no crystal structure
information, a large number of initial guess structures
were formulated in collaboration with the Lippard group
and ultimately ranked according to energetic criteria.
Single-point energy calculations were then performed on
the optimized structures using the cc-PVTZ(-f) basis set
for organic atoms and the LACV3P** basis set for the iron
atoms; these larger basis sets were necessary to obtain
reliable energetic comparisons for the different intermedi-
ates.

Initially, we carried out geometry optimizations for the
oxidized and reduced form of the enzyme with a model
containing the diiron center and the immediate ligands
of the irons (referred to below as the “small” model; this
model is comparable to that used in ref 24). The oxidized
enzyme yielded qualitative agreement with the X-ray
structure, although the details of ligand geometry were
quantitatively inaccurate. For the reduced enzyme, how-
ever, the optimized structure bore little resemblance to
the X-ray structure. The Fe-Fe distance expanded by ∼1
Å, and the structure of one of the bridging moieties (an
unusually positioned carboxylate with one oxygen atom
serving as a µ-oxo bridge between the two irons) was
transformed to an entirely different motif. Figure 2
presents the starting X-ray geometry for the reduced
enzyme, while Figure 3 displays the results of optimizing
the small model. The gross deviations of the small-model
optimization from the experimental structure, discussed
above, are apparent.

These results indicate that a structural model of the
size of the small model is inadequate for the study of
MMO if structural fidelity with the crystallographic data
is to be maintained. It also suggests that the reduced
enzyme is prepared in a strained configuration which is
kept in place only by the surrounding protein residues;
this fits in well with the architecture of the catalytic cycle,
as the reduced enzyme is the highest energy point on the

cycle, and the strained configuration can be interpreted
as a device for energy storage which is used in later steps
to carry out the desired catalytic reaction.

We next examined the X-ray structure at larger dis-
tances from the core of the active site and constructed a
second model (the “large” model) containing a hydrogen-
bonded network which we hypothesized was the mech-
anism for holding the reduced configuration in place. This
minimal model containing the key hydrogen bonds is,
indeed, stable for both the oxidized and reduced enzyme
and yields satisfactory RMSDs from the experimental X-ray
structural data. Figure 4 presents the results of geometry
optimization of the large model for the reduced enzyme;
it can be seen that, in addition to the RMSD from the X-ray
structure being acceptable, the key structural motifs (Fe-
Fe distance, positioning of the µ-oxo bridging carboxylate)
are properly preserved. Table 2 summarizes the RMSD
values observed for the large- and small-model optimiza-
tions as compared to those for the X-ray crystal structures.
We conclude that the large model is suitable for realistic
modeling of the MMO catalytic cycle.

Generation of a structure for the P intermediate from
the reduced enzyme structure can be accomplished via
addition of dioxygen and removal of the one of the
structural waters which is weakly bound to the complex.
We obtain both superoxo and peroxo structures, for which

FIGURE 2. Reduced small-model starting structure (taken from the
crystal structure). In the figures white circles indicate carbon atoms,
the light gray circles are oxygen atoms, and the darker gray circles
are nitrogen atoms. The small solid black circles are hydrogen atoms.

FIGURE 3. Optimized reduced small model. Significant structural
differences are noticed when comparing the optimized structure to
the initial structure taken from the X-ray crystallography data.
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the products are lower in energy than the reactants by a
few kilocalories per mole. Studies of barrier heights,
currently ongoing, will be needed to determine how these
structures participate in the catalytic cycle; their relative
energies with respect to each other are smaller than the
accuracy of the DFT methodology.

Finally, we have examined a number of possibilities for
the Q intermediate, which has been the subject of intense
speculation by many workers. Many of the current models
for Q assume that there are two dibridging carboxylates,
i.e., that the “unusual” labile carboxylate is displaced from
the µ-oxo position by dioxygen, and that it, in turn,
displaces the structural water to form a dibridging struc-
ture. A representative picture of the core of a model of
this type is given in Figure 5. However, such a model has
serious difficulties, at least in the context of our investiga-
tions, for the following simple reason: the remaining
structural water forms two strong hydrogen bonds to

charged moieties as well as being ligated to one of the
irons, and hence is “solvated” by on the order of 30-40
kcal/mol. Displacement of this water therefore results in
Q models with energies much higher than that of P plus
a water returning to the bulk. Our calculations using a
large model of this structure are in quantitative agreement
with this analysis. There is, however, a simple alternative
which possesses the appropriate energetics and at the
same time is consistent with the experimental data,
including the ultrashort Fe-Fe distance measured in the
EXAFS experiments. In this model, shown in Figure 6, the
labile carboxylate is still displaced from the core (and
forms an opportunistic hydrogen bond with a backbone
amide group), but the structural water remains and forms
a hydrogen bond with the ligated oxygen on the other iron.
This hydrogen bond draws the two irons together and is
responsible for the short Fe-Fe distance. The value of this
distance resulting from the calculations is somewhat larger
than the experimental value (2.67 vs 2.5 Å), but there are
several quite plausible reasons for this, including the
flatness of the Fe-Fe potential surface (which we have
verified explicitly in ref 25), minor errors in the DFT
methodology and use of a finite basis set, effects of the
remainder of the protein which we have not included in
the model, and inaccuracies of the experimental data.

Table 3 provides energy comparisons of the different
steps in the cycle, demonstrating that each step going
from reactants (reduced enzyme) to products (oxidized
enzyme plus methanol and water) is exothermic. The
solvation free energy in water has been approximated to
be 10 kcal/mol. These energy comparisons can be viewed
as approximate enthalpy differences, because the differ-
ences in the zero-point energies between the product and
reactant structures are expected to be negligible, as has
already been found for the smaller models studied in ref
23. Our results are fully consistent with all of the available
structural and thermodynamic data, in the context of a
highly realistic model of the active site, although it should
be noted that the precision of the DFT is not sufficient to
provide complete confidence in the exothermicity of some
of the calculated transformations, given that there are
energy differences of less than 5 kcal/mol. In future work,

FIGURE 4. (a) Optimized reduced large model. The larger optimized
structure demonstrates greater stability in reproducing the X-ray
data, as opposed to the smaller model. (b) Core of the optimized
reduced large model.

Table 2. RMSD of the Oxidized and Reduced Models
from the MMOH Crystal Structure

model species all atoms no hydrogens

small reduced 1.653 1.455
large reduced 0.411 0.320
small oxidized 1.243 0.894
large oxidized 0.634 0.501

FIGURE 5. Core of the optimized alternative Q structure. This
structure has the typical diamond core structure, which does not
allow the additional hydrogen-bonding network observed in the
currently suggested Q model.
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we intend to employ the same model and methods to
study the transition states of the system, including the
methane conversion reaction.

IV. Conclusion
The two applications presented above represent the
current state of the art in applying large-scale quantum
chemical methods to biological systems. In both cases,
insights were gained that would have otherwise been
inaccessible, resulting in significant progress in under-
standing the relevant biological process. In the force field
studies, we elucidated the limitations on current protein
molecular mechanics force fields and have provided

benchmarks which will be available to calibrate new force
field models as they are developed. In the MMO investiga-
tions, the most important results of general relevance (i.e.,
beyond the specifics of the MMO problem itself) can be
summarized as follows:

(1) We have provided the first (to our knowledge)
example where the highly strained nature of a catalytic
intermediate in an enzymatic reaction has been rigorously
deduced by computational methods.

(2) We have shown that incorporation of the second
coordination shell is crucial in studying transition-metal-
containing active sites if the role of the protein in
controlling the catalytic intermediates is to be understood.

(3) We have presented an atomic-level description of
the structural and energetic parameters involved in mak-
ing a carboxylate shift, a common motif in enzymatic
catalysis.

(4) The role of the hydrogen-bonded network in
controlling the active site structure, and the shifts in this
network as one cycles through the various catalytic
intermediates, have been described in structural and
energetic detail.

The near future will see not only quantitative enhance-
ments in computational methods based on faster com-
puters and algorithmic improvements, but also quali-
tative augmentation of methodology that increases the
level of realism while at the same time reducing compu-
tational effort. An example of an approach along these
lines is mixed quantum mechanics/molecular mechanics
(QM/MM) methods,26-29 in which a small part of the
system is treated via quantum chemistry and the remain-
der via a molecular modeling force field. Such methods
are particularly well suited to studying problems such as
metalloprotein active sites, as the reactive chemistry can
be treated via quantum chemistry and the remainder of
the protein via molecular mechanics.
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